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Abstract

Trustworthiness is a key aspect for coalition faliorawith agents in the energy domain. In this pdpst results for
developing a trust model for a multi-agent-baseslfgyn management system are given. First, the teuss reputa-
tion and trustworthiness are defined. After thaeaemplary scenario of a trustworthy coalition fation of energy
agents is described. The main result of this paptre contribution of some threat scenarios whidhbe used for
the evaluation of the trust model in a later stage.

1. Introduction

Improving the efficiency and reliability of the egg grid as well as using more renewable energy re-
sources in the grid are goals that should be cernsilwhen implementing the future energy grid. info
mation and communication technologies (ICT) shedllize a fast information exchange of the actors —
like consumers, producers or storages — of thetgyniar All these actors have to communicate wlte
other — some of them already do, but others habe tmtegrated for the first time. There are mactpis
which have a lot of interfaces and communicationictv results in more threat potentials. Hence tiexjs
security measures have to be re-considered andgeauwity concepts have to be developed.

Another main aspect of the smart grid is distriduémergy generation. Flexible, controllable loads,
power plants and storages are connected to theamgddare integrated into energy data management
(EDM) to achieve a higher automation ratio. Oneragph to realize automation is the concept of multi
agent systems. All actors of the EDM are represkageagents and communicate in the context of busi-
ness processes. In this environment, uncooperatighicious agents can emerge. As trust is a medsure
monitor agents, the trustworthiness of the ageagsté be considered to get a more robust system.

This paper provides an overview of some first rissof developing a trust model in the project “Smar
Nord”. After this introduction the terms trust, tegtion and trustworthiness are defined in Secio8ec-
tion 3 describes the project context where thisttroodel is applied to and contributes an exeniplari
scenario of a trustworthy coalition formation. Nithgeat scenarios for a multi-agent-based energy ma
agement system and a categorization for theselaverated in Section 4. Additionally, evaluatiorequ
tions and criteria are mentioned. The paper cordwdth an overview and an outlook on further work.

2. Terms: Trust, reputation and trustworthiness

Trustworthiness does not consist of one temporpréssion of an entitybut is a multi-faceted concept.
Trustworthiness will be taken into account, if atity has to rely on another entity to fulfill asta The
terms trust and security are often used with egeiadantics in everyday language, but security ig oné
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of several facets of trustworthiness, as can bedan the following enumeration. Equally, the termsst
and reputation — which are part of the facet ciiéyib- are applied alike. Trust is a subjectiveaniag of
an entity; reputation is the common understandiranoentity, built by a group or a community (Jasah
al 2007).
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Figure 1: Abstract model of a trust value

Following (Steghdfer et al 2010), it can be distiistped between six facets of trustworthiness that ¢
be adapted to the energy domain. Some of the diffeiacets are more stable and can be determined a
priori while others of them are completely dynamnd change during runtime. Some or all of theset$ac
can be combined to one trust value/indicator. #i$® possible to weight every facet differently.Figure
1, a first draft of the modeled trust value of @er is depicted. Besides these six following fadets
important to incorporate the context where thettvatue occurred as well as the timeframe of oanae
(Rosmger et al 2012).

Functional correctness: This facet describes the property of a systelmet@ompliant with its func-
tional specification. For the energy domain thisan® e.g., if somebody executes the actions to pow-
er down a power plant it really shuts down. This be verified by acceptance tests.

» Safety: This facet commonly defines that a system mustesch a state which harms itself or the en-
vironment. For the energy domain this means, thgt,in an outage scenario of a power plant nothing
must get damaged, neither something in the plaatfihor somebody who worked there. To check
this, there are safety standards according to waystems can be certified.

e Security: The trust facet security determines that the rsycgoals confidentiality, integrity, and
availability must not be violated. In a trust motie¢ security measures of the system, e.g., thetage
of a wind power plant, have to be assessed. Sgatdanhdards can be used for the certification of
these systems.

« Rdiability: This trust facet commonly means that despite wowudisturbances, failures, and predic-
tion errors a system has to guarantee availalfilita certain time. In the “Smart Nord” contextjae
bility means the probability with which a produstavailable within a product horizon under certain
conditions (Blank/Lehnhoff 2013).

* Credibility: Generally, the facet credibility is the abilitpcthe willingness of a cooperation partner
to act beneficial, consistent, and transparena multi-agent based system, credibility can beeaepr
sented as the direct experience between two apenhsiso by the reputation. This facet will be de-
scribed in more detail in Section 3.

* Usability: The facet usability assesses the offer of awiefit and effective user interface. At power
plants ergonomic human-machine interfaces are imaaever for the multi-agents scenario this facet
does not play an important role.



3. Trust model: Examplefor trustworthy coalition for mation

In this section an exemplary scenario for a trustiyocoalition formation with three unit agehgill be
contributed as it will take place in the projectétrNord (Sonnenschein et al 2012). The unit agerds
actors of the multi-agent system and representyserd, consumers, and storages of power which form
self-organizing coalitions to bid at the market. dahieve an optimal coalition formation severalecia —

like economic or regulatory factors — will be takato account. Another criterion is the trustwontsss of

the agents which will support a trustworthy coalitiformation. A trust model in order to deal witiet
trustworthiness of the agents will be developeth@project. The scenario is illustrated in Figlre
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Figure 2: Exemplary scenario for trustworthy coalition formation

Agent A (a combined heat and power plant), age(d Booling house) and agent C (a battery storage
electric car) want to bid in an auction for actp@ver at an electricity market. Since the individagents
are too small to fulfill the full auction, everyexg has to find several partners to form a coalitlo order
to simplify the scenario it is assumed that theouof the three agents matches the proposed auctio

Agent A and B had lately a coalition with great segs and some coalitions in the recent past, almost
all proposed promises were satisfied by both agarttsese past auctions. So they have a diredt rteles
tionship. Thus, agent A decided to make a coalitigth agent B without any other recommendation be-
cause these past coalitions satisfy his trust fymation.

Agent B is less trustful and decides to take addii recommendations (referral tRgby different
agents into account with which he and also ageha#\direct trust relationships. With these refemast
values, Agent B forms for example a weighted mealner as it is, e.g., described in (Kiefhaber et all
2010). The trust value which agent B applies far decision making consists of two parts: On the one
hand, his own experience with agent A has a higighteOn the other hand, the indirect or referrast
of other agents will be weighted as agent B trtistsspecific other agent.

Agent C has neither a direct trust relationshimgent A nor to agent B. Hence, the decision making
process will only be supported by referral trusagénts that have a direct trust relationship &ghnt A
and/or agent B. The values are also weighted byrtis¢ in the referring agents.

4 Unit agents represent different power plants amohfcoalitions to participate at a power market.
® The term referral trust is described in (Jgsara 2007).



This example refers only to the experience betvweeragents for past actions which is modeled by the
trustworthiness facet credibility mentioned in $&t2. All other facets can also be taken into aotdor
the trust building process between two agentsfolf,example, the status of the implemented security
measures is a big issue for an agent, the sedwy value can be incorporated or get a greatéghtie
The trustworthiness consists (as described in @e&li of six facets. All facets can, but do notewsarily
have to, be involved. Additionally, the conteaf the trust value and the timeframe when the e&pee
of the referring agent occurred, have to be consdl the trust building process (See also Figire

4. Evaluation: Using threat scenarios

In the project different threat scenarios have hdentified that will be used in the evaluation gges of
the aforementioned project “Smart Nord” to asskegtust model. Firstly, this section gives a slowdr-
view of different motivations of attackers. Aftdrat, threat scenarios for the critical infrastruetanergy
and especially in the context of the project “SniNotd” will be derived on the basis of the attaskeno-
tivations. Finally, to evaluate the trust modelmgoevaluation criteria for the threat scenarios dee
scribed.

4.1 Motivations of attackers

For IT attacks, there is a common classificatiomlifferent motivations of attackers which are ddsmnt

in the following bullet point list, mainly based ¢@eschonneck 2008):

» Social motivation: Attackers with social motivation are like youthnga where the acknowledgement
of the mates is an important factor. Another satiativation is the resentment towards partners.

» Technical mativation: Attackers with technical motivation want to accate the security process by
revealing vulnerabilities and gaps in systems olsto

» Pdlitical motivation: Attackers with political motivation try to preseheir political believe while for
example altering, defacing, or manipulating welssite

* Financial motivation: Attackers with financial motivation attempt to mhrthemselves. This can be
achieved by software piracy, financial fraud, adustrial espionage. In contrast to the first thmee
tacker types these financial attackers would nasbabout their actions.

» Governmental political motivation: Attackers with governmental-political motivatioreanstructed
by the government to monitor and to get informatoreven alter information of other governments
or major commercial enterprises.

* Inadvertent motivation: The previous mentioned motivations occur delilyatSome threats or
“attacks” arise out of inadvertent actions likeedassness, equipment failure, or natural disagte€
2007).

4.2 Threat scenarios by multi-agentsin the energy domain

As seen before, attackers have motivations andesgrity vulnerabilities to penetrate the systeish @n
reach their goal(s). They are endangering the damg® to different security goaldn the operational

® The context in this scenario is an auction foivagbower.

" The common security goals are confidentiality fkieg secrets), integrity (data without manipulajiand availability (durable
running system) which are summarized and abbreVi@léd. Additionally the security goals authentic{iynforgeable identity)
and non-repudiation (no withdrawal) which are bathart of integrity are considered.



scenario of the project are three different aggmed —unit, mark&tand grid agents — which have differ-
ent goals as malicious agents. Another importagtbfan security is the attacker’s origin, i.ehié is an
intrinsic or extrinsic attacker. In the followingulket point list several threat scenarios from #meergy
domain and multi-agent context are described. Trirsat identification is derived by common risk lana
yses of security standards like BSdr NIST". As presented in Table 1, these scenarios coVierelit
categories in various combinations.

* Threat scenario 1 (TS1): Identity fraud
A unit agent fakes his identity. He pretends t@abkexible storage but he is a weather-dependemt ph
tovoltaic power plant instead. He bids with hisldmam at a market. They get the acceptance and the
schedule is set. In the worst case — for him aacttalition — the photovoltaic power plant canmbt f
fill the schedule. In the best case for him the oan randomly accomplish the task and perhaps; add
tionally, undertake another task. In this case tédicious agent has an economic advantage because
he gets more money as if it is due to him.

* Threat scenario 2 (TS2): Unreliable agent
A unit agent sometimes fulfills his tasks in hislitions and sometimes not. This threat is perlzaps
inadvertent action. Another execution of this thisahat the unit agent leaves and resigns thé-coa
tion shortly before completing of the coalition fmation. If this threat is not an inadvertent action
there can be a financial reason.

e Threat scenario 3 (TS3): Extrinsic attacker
An extrinsic attacker gets access to the multi-aggstem by a security gap. He is, e.g., assigyed b
foreign government/organization to acquire and geshalter information. Eavesdropping techniques
(e.g., man-in-the-middle) can be used to get centfidl information or manipulating techniques to al
ter data which can perhaps lead to damage in tleTdris can be a kind of cyber terrorism.

e Threat scenario 4 (T$4): Political destruction
An extrinsic attacker hijacks an existing identifya grid operator agent and tries to paralyzegtich
e.g., because of his political belief (for examplgt he cannot accept the current energy roadmap).
For this he distracts different components for gx@mvhich perhaps force the electric grid to fail.

e Threat scenario 5 (TS5): Organized crime
A market agent whose task normally is to commugiedth coalition forming agents regarding prod-
ucts on the market — like active power or ancillseyvice — is involved in organized crime. He ttigs
eavesdrop on participating agents to get confideitformation about processes at the marketplace
and uses this confidential information to get ficiahadvantages.

* Threat scenario 6 (TS6): Gap elimination
A unit agent has a technical background and bigrésts to work with his power plant in a secure en-
vironment. So he checks the system using penairtggiing toolkits to monitor different parts oéth
system to eliminate different gaps.

e Threat scenario 7 (TS7): Denial of Service
A grid agent — who evaluates the current and ergegtid states in his topology and is responsitnle f
the power quality of his grid — is hijacked by attrimsic botnet. His availability is threatened and
hence, e.g., runtime data will be delayed or ewmnpietely interrupted. Thus, an instable grid canno
be detected. As a result, the application of anrgemcy management plan can lead to power down
power plants.

8 Market agents communicate with coalition agengsrding products on markets.

® Grid agents evaluate the current and expectedstatds in their topology.

10 See BSI-Standard 100-3: https://www.bsi.bund.defDBlikationen/BS|_Standard/it_grundschutzstandatmib.h
11 See NIST Special Publication 800-30: http://csst.gov/publications/nistpubs/800-30/sp800-30.pdf.



* Threat scenario 8 (TS8): Aimed attack
A partner of a unit agent is very similar to thelimiaus unit agent (e.g., both are combined hedt an
power plants with comparable output and flexibjlitfhe malicious unit agent tries to get more csder
and hence gain more financial capital. For thisoeahe tries to decrease the trustworthiness sf thi
particular unit agent partner.

e Threat scenario 9 (TS9): Own upgrading
A unit agent tries to manipulate the data in ottdeincrease his own trustworthiness to get more or-
ders and, hence, more profit. This threatens thigeaticity of the unit agent and the integrity bét
trustworthiness.

Threatened security Attack motivations Agent type Att'a.ck
goals origin
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TS1- Identity fake X X X X
TS2- Unreliable agel X X X X X
TS3- Extrinsic attacke X | X X X
TS4- Political destructio X | X X X X
TS5- Organized crim X X X | X
TS6- Gapeliminatior X | X | X | X|X X X X
TS7- Denial of servic X X X X
TS8- Aimed attac X X X X
TS9- Own upgradin X X X X X

Table 1: Categorization of identified threat scavsr

The previously described threat scenarios covedifierent mentioned categories. Not all threatabr
tacks can be identified or averted by a trust mdelin conjunction with security measures the dtge
can be minimized. In the project “Smart Nord” thest model will only be used for the formation obe
litions at the power market. The main threats Haate to be covered by the trust model are the ¢iadip
motivated ones, because marketplaces often haus#epms with monetary aspects. The security goals
which have to be included in the trust model at@éenticity and integrity because it has to be esdtinat
the identity of an agent is authentic and the dgatet manipulated — otherwise a trust value isttess.
Different types of malicious agents from the threa¢narios TS1, TS2, TS5, TS8 and TS9 will be im-
plemented to evaluate the trust model. The otlhveatrscenarios will be only considered in the davel
ment process of the system to avoid security dagsiot implemented.

4.3 Evaluation questionsand criteria

As mentioned in Section 4.2, some types of malgiagents with different goals have to be implentnte
in the “Smart Nord"project to enable the evaluation of the trust modibe following exemplary ques-
tions have to be answered in this evaluation.



» After which number of coalition formation iterat®moes the tampering or the misbehaving of an
agent have to be revealed?

* How presumable is the tampering of the trust vailuee special situation (e.g. the higher the capital
higher the misuse probability)?

» How many recommendations have to be consideredtta gseful opinion of a foreign agent?

There are a lot more evaluation questions whicle hawe developed in greater depth in the futunkwo

5. Conclusion and further work

In this paper first results of modeling a trust mlodere described. First, a definition of trustiimess
was given. After that an exemplary scenario ofuatworthy coalition formation in the project contéx
shown. The main results of this paper are nineattseenarios for multi-agent systems that areeeltd
different security goals and attack motivationsedé threat scenarios will be used for the evalnatfo
the trust model in the context of the mentionedgmtd’Smart Nord”. For this evaluation, some quassi
are introduced as scientific goals.

For future work, the implied trust model has todwined explicitly and the security aspects in that
model have to be specified to secure the processkhtionally, the exemplary scenario has to be en-
hanced to assemble it with the threat scenariogaude them for the trust model evaluation.
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